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1 Introduction

In recent years, the image source used for image
processing has become more diverse, and the demand
has become stronger to be able to handle images of
various sizes such as those from a scanner, high-defini-
tion TV (HDTV) signal, and microscope images, in
addition to camera input with the conventional
512 x 480 pixels. [t has thus become a major restriction
when the image processing system limits the size of the
image. In addition, the required speed for image proc-
essing is also strict, and it is considered desirable to
complete the processing within a time proportionate to
the area as the image size increases.

Two-dimensional convolution operations, which form
the basis of image processing, are given by the following
equation in respect of o,,, the element for output of

* Originally published in Kawasaki Steel Giho, 24(199231, 26-31
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Synopsis:

An LSI with a new iype of systolic array was developed
Jointly by Kawasaki Steel and HNC, Inc. for image proc-
essing applications. This LSI is capable of performing con-
volution operations with a kernel larger than its own
8x 8 array. The image size can be adjusted up to
4 096 x 4 096 pixels as required, which avoids the normal
restrictions involved in processing images of various sizes
and with variable-sized kernels. A new high-performance
image processing system is now being developed to exploit
the capability of this LSI in combination with a general-
purpose RISC processor. Modular design for both the sofi-
ware and hardware gives the system outstanding expand-
ability and flexibility of application.

m-row and n-column;
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The handled image is a two-dimensional array with
i-row, jcolumn elements denoted by p,;, and a two-
dimensional weight matrix (kernel) whose i-row, /-
column element is w; with a size of K-row by L-
column,

Convolution with a large kernel has not been used
very frequently, because there was no means to achieve
a processing speed good enough for practical use,
although such a demand exists, Conventional image-
processing hardware and algorithms have mainly been
produced for convolution operations with a kernel size
of 3 x 3 (Fig. 1). Most of the hardware represented by
Fig. 1 has shift registers for two lines and carries out
computation after collecting the inputs necessary for
convolution operations, Since this configuration uses
shift registers, there is a restriction on the size of image
that can be handled. Even if shift registers of the vari-
able-length type are used, the image size is restricted by
the maximum length of the shift register. Furthermore,
if an attempt is made to expand for a larger kernel size,
the scale of the hardware must be increased. Alterna-
tively, when 3 x 3 hardware is repetitively used for
large-scale-kernel operations, this involves a heavy load
on the host computer, thereby making high-speed
operation difficult. These restrictions are mainly caused
by the methods used to access data.

In order to solve these problems and to offer a more
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Fig. 1 Conventional 3 x 3 convolution hardware

flexible system, Kawasaki Steel has developed an image

processing LSI jointly with HNC, Inc. of U.S.A. on the

basis of architecture originally conceived by HNC, Inc.

In addition, Kawasaki Steel is developing a new image

processing system called “Dr. IMAGE II” to apply this

LSL. Dr. IMAGE I reflects the following demands,

which have been identified from the application of

Kawasaki Steel’s original “Dr. IMAGE" so that Dr.

IMAGE 11 can be used for a broad range of inspection,

measurement and recognition task that require image

processing:

(1) Large images.

{2) High-speed processing of complicated calculations
such as FFT and Hough transformation.

(3) Development and execution of image processing
programs on the image processing system.

(4) Expandability of hardware (such as the addition of
peripheral units).

(5) Easy connection to various types of work station.

(6) Stand-alone operation.

This paper describes the newly developed systolic
array structure of the image processing LSI and then
reports on Dr. IMAGE II which Kawasaki Steel is cur-
rently developing.

2 Systolic Array Structure of the Image
Processing LSI

2.1 Background

Image processing is now being used in various fields,
and camera input alone of a conventional 512 x 480

image is insufficient to handle all applications. An
HDTYV camera has 1920 x 1035 pixels, and microscop-
ic images are formed from approximately 1024 x 1024
pixels. In the case of scanner input, it is necessary to
handle even larger images. Instead of the conventional
practice of determining the image size handled accord-
ing to the image processing system available, the situa-
tion has changed so that the intrinsic demand is now to
select the input source and resolution according to the
purpose.

In addition, there are strict demands on the conients
of processing. For instance, with neural network proc-
essing of images, which is now attracting considerable
attention, convolution operations are frequently used.
At this time, the size of the connection window be-
tween neuron layers, which corresponds to the kernel of
convolution, is, in many cases, larger than the 3 x 3
kernel which has normally been used in image process-
ing. There are (wo examples of using a large-scale con-
volution in the network model, one being Grossberg’s
“boundary contour system”," and the other being the
“retina model for motion detection” by Fekman, Colvin
and Axelrod® The window sizes used in these
examples are from 4 x 4 to 24 x 24, depending on the
modei and the layers of the visual system. As an exten-
sion of conventional image processing, it is also known
that convolution of 7 x 7 or above is effective for struc-
turing a process which is strong against noise. In this
case, it is desirable to be able to process at high speed
variable-sized large kernels.

2.2 Systolic Array

A systolic array is a mechanism arranged in units
called “processing elements” which transmits data in a
single direction and executes processing. The configura-
tion of respective units is identical, and the contents of
processing are the same. It does not matter whether
there are many flows of data or whether the directions
of data flow are different from one another. In addition,
the arrangement can be made into a one-dimensional or
two-dimensional array. Since the 1970s, numerous
examples of systolic array architecture have been pro-
posed and used for signal and image processing. In
1982, H.T. Kung described and classified many systolic
arrays.”

An example of the 4 x 4 two-dimensional systolic
array is shown in Fig. 2.

The systolic array architecture is very effective when
multiple processors are used for handling processing
with large calculation volume. For instance, multiplica-
tion of a matrix and filtering of one-dimensional/two-
dimensional signals are suitable as direct appiications of
the systolic array.
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Fig. 2 An example of 4 x 4 systolic array

2.3 Systolic Array Structure for Image Processing

As an application of the new systolic array architec-
ture proposed by HNC, Inc, the authors designed and
produced an LSI device which can achieve convolution
with a large kernel size using a single chip. On this
single chip, and 8 x 8 array is integrated. When this
LSI is used, processing an 8 x 8 convolution once
requires one scan, and a 16 x 16 convolution requires
four scans. Even when the kernel of the convolution
and the window in the neural network are larger than
the actual array, processing can be done without cal-
culating or preserving an intermediate or partial sum.
The major feature of this architecture is that the resufts
at different positions can be directly calculated and out-
put by each scan.-

Therefore, it is possible to process the calculation of a
large kernel by dividing it into several scans. For
instance, when a 16 x 16 convolution is to be calculated
with an 8 x § array, the output is calculated in the ratio
of 1 to 4 for each scan, and this calculation is done four
times by changing the position for the output.

In convolution with other kinds of systolic array
architecture, it is necessary for calculation to provide the
number of elements to match the kernel size, and con-
nect these elements with the same structure as that of
the kernel. The fact that hardware must be provided
which corresponds to the size of the kernel to be
actually processed is very inconvenient for use. The
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user of an image processing board employing such an
LSI can obtain high performance, until the limit of the
array size is reached. Once this limit is exceeded,
however, performance suddenly drops. As a result,
when the user develops an algorithm or makes applica-
tion software, a smaller kernel is generally used to pre-
vent the kernel from exceeding the size limit, thereby
significantly increasing the processing time. For in-
stance, it is known that when a kernel size of 7 x 7 or
above is used in cdge-enhancement algerithms, e.g. in
the case of the Laplacian filter, noise can be effectively
suppressed, although such a practice has not been used
often, because it took too much calculation time. In
general, an edge-enhancement algorithm using a large
kernel suffers less from noise effects than that using a
smaller kernel.

Further, the use of a neural network model of the
human visual processing system has been limited to the
execution software, or it was not used at all, simply
because the hardware has been high in cost or there
was insufficient ability to achieve a large window.

The present architecture eliminates these previous
restrictions that have been imposed by the sizes of the
kernel and window.

2.4 Outline of the LSI

The newly-developed LSI consists of a systolic array
and a controller, which are used in combination. The
systolic array LSI incorporates an 8 x 8 array, while the
controller LSI incorporates an operator, look-up table (a
value-conversion circuit by reference to the table), and
address generator. Three memory blocks and one host
bus can be connected for peripheral units. The LSI sup-
ports the function of direcily transfering data to the
host bus without intercession of the CPU. In addition,
this data transfer and convolution can be executed in
parallel. By being able to directly connect DRAM as an
exlernal memory, attention has been paid to realize a
low-cost system. Each memory block can handle up to
16 MB maximum. The image size that can be handled
is limited to 4096 x 4096 pixels only due to the
restrictions imposed by the address generators and
memory size. Image data are of the generally used
raster type, and are stored in memory blocks, it also
being possible to handle partial images. The size of each
processed image is designated at every four pixels in the
X direction and at every single pixel in the Y direction.

Furthermore, the size of the kernel for convolution
has been selected so that from 8 x 8 to 64 x 64 can be
handled by one chip set. When the kernel size is larger
than 8 x 8, and high-speed processing is also required,
multiple systolic array LSIs are used to configure an
array having the actual size of the kernel being used,
thereby making it possible to achieve the same speed as
that for 8 x 8 with sizes up to 32 x 32 (16 LSI). Even
in this case, it is sufficient to use only one controller
LSL
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Table 1 LSI function list

One-dimensianal convolution

Two-dimensional convalution

Mairix-vector multiplication

Gray scale transformation with ]()()k-up table

Constant operations—Add, Subtract, Multiply, Divide, ANI),
OR, XOR, NAND, NOR, XNOR (bitwise}

Inter-image operations—Add, Subtract, Multiply, Divide, AND,
OR, XOR, NAND, NOR, XNOR (bitwise)

3% 3 window binary image pattern matching

Comparison with constant

Count after comparison

Sub-image processing

Other significant functions of the newly-developed
LS] are matrix-vector multiplication and one-dimen-
sional convolution.

The basic functions of this LSI are summarized in
Table 1, and its block diagram is shown in Fig. 3.

The processing procedure is next explained, using the
execution of a two-dimensional convolution operation as
the example. It is assumed that the image data to be
used as the input for convolution processing is stored in
a memory block controlled by the controller LSIL
Namely, these data are those which have been trans-
ferred from the host bus or already stored as a result of

previous processing, The processing proceeds as follows:
(1) The image data are read {rom a memory block;
(2) the values are converted by the input look-up table;
(3) these converted values are sent to the 8 x 8 systolic
array to carry out the convolution operation: (4) the
output level is adjusted by the parallel shifter (level con-
version circuit); (5) the output is converted by the look-
up table; and (6) the result is fially written to another
memory block. If the CPU side requires the processed
results, data are sent from the memory block to the
host bus.

2.5 Performance of the LSI

When all elements work as in the 8 x 8 convolution,
this corresponds to 2 560 million multiplications and
2 560 million accumulations per second. By using the
look-up tables in input and output pathes, binarization
and gray-scale transformation of the images can be
simultaneously executed. When the LSI is used for
matrix-vector multiplication, only 16 elements operate
out of the 64 (8 x 8) processing elements in the systolic
array. This corresponds to 1280 million arithmetic
operations per second. Matrix-vector operation is only a
supplementary function in image processing, but is
important for neural network applications, particularly
for a back-propagation network and other pattern-
recognition purposes. In general, the basic processes car-
ried out between two layers of the neuron are matrix-
vector multiplication and succeeding non-linear function
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Table 2 Performance comparisons—-image processing time for convolution of 312 x 512 &-bit

image (offered by HNC, Inc.)

(ms)
. RISC weork station Company P Company | Company Lﬁﬁmﬁ HNC/KSC*;;
Kernel size (ms) LSI LSt LsI Systolic array
Ix3 2000 6.6 13.1 13.1 6.6
8x8 14000 26.2 6 chips 13.1 6.6
16x 16 56 000 8chips 18 chips 4 chips 26.2
32x32 224000 * 60 chips 16 chips 104.9
64 x 64 896 000 ¥ 220 chips 64 chips 419.6

* Not possible
** Not including DRAM access overhead

conversion. The use of the look-up table during output
enables matrix-vector multiplication and non-linear
function conversion to be simultaneously executed.

The LSI has very powerful image-processing ability,
and Table 2 shows a performance comparison of this
LSI and the other LSIs on the market. As can be seen
from the comparative table, the other devices have to
be chosen so that the actual number of elements cor-
responds to the kernel size for the convolution. If an
attempt is made to process a larger kernal size, process-
ing becomes totally impossible or the processing time
suddenly increases, because intercession and assistance
from the host processor are required.

3 New Image Processing System, Dr. IMAGE 11

3.1 Outline

Kawasaki Steel's general-purpose image processing
system, Dr. IMAGE, was intended mainly research and
inspection purposes, and incorporates the original image
processing techniques which the company had devel-
oped. Experience of this system raised a number of
additional demands for image processing: (1) the image
size should not be restricted to that by conventional
camera input and, in particular, larger images need to
be handled; (2) complicated processing such as FFT
needs to be executed at high speed; (3) the image proc-
essing system can operate by itself: (4) hardware can be
expanded as and when necessary ; and (5) connection
to various work stations should be possible. The neces-
sity was also identified for a system which is flexible
encugh to expand the possibilities of image processing
and recognition. By responding to these demands,
Kawasaki Steel is developing a new image processing
system, Dr. IMAGE 11, on the basis of the new systolic
array LSI. The standard system configuration is shown
in Fig. 4.

Dr. IMAGE I, like the previous Dr. IMAGE, can be
connected to a work station (WS). One of the important
roles played by the current WS is to offer a highly-
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developed human-machine interface. The present sys-
tem uses a WS as the front-end for research and devel-
opment of image processing and recognition. This
arrangement enables the user to carry out operations on
a familiar WS, and to structure a system without bur-
dening the WS with calculation and without needing
special hardware. The interface is a standard type, so
that the system can be connected to many types of WS
with little extra work. Furthermore, image processing
and recognition is executed solely by Dr. IMAGE II;
hence, the system can be operated independently and
does not depend on the WS.

When conducting image processing independently of

KAWASAKI STEEL TECHNICAL REPORT




a WS, control is transferred to Dr. IMAGE II. The LSI
can be considered as a unit for special purposes in the
system,

To permit system expansion, an internal system bus
for standard use is provided, together with vacant slots.
Consequently, peripheral units for functions closely
related to image processing can be connected to or
incorporated into the system by using these slots.

Image input/foutput is handled by a standard
512 x 480-pixel 24-bit full-color board. Since this board
is a module that connects to a standard system bus, the
board can be changed to suit larger images or special
image input/outpul.

The features of the newly-developed LSI are actively
exploited, making it possible to designate, within the
range from 8 x 8§ to 2048 x 2 048 pixels, every four
pixels in the X-direction and every single pixel in the
Y-direction (the maximum image size that can be pro-
cessed by the LSI is 4096 x 4096 pixels). A 6.5-ms
processing time has been realized for the 8 x 8 con-
volution of a monochrome image with a standard input
size of 512 x 480 pixels.

Complicated processing such as fast Fourier transfor-
mations (FFT) can be done without burdening the host
computer, because a reduced instruction set computer
(RISC) is provided for exclusive use. In addition, the
user can independently develop special software.

When operating through the WS, three interfaces of
“menuy,” “shell” and “library” are provided. To operate
Dr. IMAGE 11, the menu is displayed graphically in a
window and operated with a mouse, the shell uses com-
mands from the keyboard, and the library is called from
the user program.

3.2 Hardware

The WS and Dr. IMAGE 1l hardware are connected
by a small computer system interface (SCSI) bus. In Dr.
IMAGE II, a VME system bus connected to the CPU
board and image processing board forms the basic archi-
tecture. Beside these boards, a frame grabber board is
normally connected. Dr. IMAGE II has, apart from the
system bus, a VSB image bus for exclusive use in image
transmission. This V3B bus connects the image process-
ing board and the frame grabber board.

The CPU board controls ail the operations of Dr.
IMAGE 1II. This board is also provided with a SCSI
interface, which is a general-purpose bus, and is con-
nected to the WS to hand over commands and data.

Image processing board takes charge of most data
processing for images, and is provided with the new
image processing LSI, the RISC processor operating at
40 MHz and a memory. The RISC processor manages
and controls all the components on the board, including
the image processing L.SI, and also processes data. Since
this is a general purpose processor, a user can develop
programs that work on this board.

The frame grabber board inputs the images from a
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Table 3 Hardware component function list

Human-machine interface
Work station Network interface

Data storage

Image processor control
CPU board General-purpose IO interface

System resource management

Image processing Signal (image)fdata processing

hoard Image bus conirol

Video signal digitizing
Frame grabber

board

Image data temporary storage

Image display

camera and displays them or processed images on a
monitor, To ensure a continuous input and to prevent
any disturbance of the display, input and output are
each provided with double data storage memories.

The system can be expanded by connecting a new
board to the system bus. In the case of a board for
handling images, an image bus other than the system
bus may be provided. System expansion is also possible
by connecting a peripheral unit to the system through
the CPU board or through an additional interface board.

The functional assignments are summarized in
Table 3.

3.3 Seftware

The standard software architecture, when the system
is connected to a WS, is shown in Fig. 5. The WS side
and Dr. IMAGE II side are basically symmetrical. By
making the management methods for two systems iden-

GUI :
{menu) User '
Shell = ' 5 User
< program H Shell program
L)
Interface Interface N Interface| {Tnterface)
library library ' library | |library User
. program
4 | : : A farget)
Y Y . |
Work station t | Imoge processing
- | system
Resource manager SCSI | Resource manager

& 4

Y Y

R Image processing |
) Work station { module software .
- - 08 & hardware - Image processing system
: o 0S5 & hardware

Work station Image processing system

Fig. 5 Software architecture
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lical, the architecture could be simplified and independ-
ent operation of Dr. IMAGE II became possible. Com-
munication between the WS and Dr. IMAGE I are
carried out between two management programs. The
communication procedure consists of transmitting a
command to one system as a request for processing to
utilize resources not registered in the other system.
This makes it possible to handle changes in the system
elements. In addition, the same command is used in
communicating between other software elements, there-
by facilitating future expansion. The library which gen-
erates the command is supported, thereby permitting
direct processing by the program,

Interactive operation with the user is carried out by
the “shell” software. When the system is being operated
with a window through the mouse, the Dr. IMAGE II
menu, namely the graphical user interface (GUI) for
image processing, is operated on the X-window system
of the WS. The menu generates commands to the shell,
and utilizes the services of the shell to simplify the sys-
tem. In order for the user to use Dr. IMAGE Il from a
program written in C language, an exclusive-use inter-
face library of Dr. IMAGE II is used.

The shell or the user program employs the interface
library, thereby communicating to the system manage-
ment software, called the “resource manager,” by using
the same communicating format to instruct in the ex-
ecution of a command. The resource manager searches
for the required resources from those that are usable
under its control such as the image processing board
and /O unit and executes the command. The aciual
handing-over of the command is also executed on this
beard, since the image processing software is operating
through image processing board. The purpose of the
image processing sofiware is to execute a program that
has been developed by the user on this board at high
speed. As an environment for developing a program by
the user, a C compiler and debugger/simulator will be
provided.

In order to operate Dr. IMAGE 11 independently,
communication with the WS is cut off, and operation is
carried out by using the shell in the system or a user
program. The. system can be operated without the help
of the resource manager from the user program during
independent operation.

4 Conclusions

The hardware restrictions, which a conventional image
processing system has imposed on the image size, ker-
nel size for convolution and processing time, have been
removed by a new image processing LSI. This device is
being incorporated into a new image processing system,
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Dr. IMAGE 11, which has the following features:

(1) The image size and kernel size are variable so that a
large image size (up to 4 096 x 4 096 pixels for the
LSI and up to 2 048 x 2 048 pixels for the complete
system) and a large-scale kernel (up to 64 x 64) can
be handled.

(2) The 8 x B convolution of a monochrome image of
512 x 480 pixels can be executed in 6.5 ms, the
processing time being proportional to the image size
and convolution size.

(3) In addition to the CPU for controlling the system,
a RISC processor is incorporated, and the system
can be operated independently or connected to a
WS, using software that can handle changes in the
system elements.

The development of the new LSI device has enabled
convolution operations with a large image size and large
scale kernel to be conducted, which have previously
been impractical due to restrictions on processing time,
It is expected that new algorithms and application pro-
grams for use in these processing operations will be
developed in the future. Furthermore, the LSI is used
in combination with a general-purpose RISC processor,
so that complicated processing is possible without bur-
dening a host computer, thereby utilizing the system
hardware to its maximum.

Dr. IMAGE 1II is a system with outstanding expand-
ability and flexibility in its application, and offers a high
operating speed as a result of incorporating both soft-
ware and hardware modules and its clear-cut functional
assignment. Dr. IMAGE II can be widely used in devel-
oping the basic algorithms needed for image processing
and in the fields of application studies, inspection, mea-
surement and neural network processing of images.
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